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Abstract for the model-based approach in color error diffusion
was proposed by Pappasble also treated the imperfect
Two error diffusion algorithms, based on Pappas’s printeink case and showed examples that dot siz&iimes
model accounting for dot-overlapping and ink distortion,the ideal pixel sizé.Recently, the model-based ap-
are presented to achieve good color reproduction. Thgroaches using Pappas’s printer mdddfave been ex-
basic idea is to comblne printer and color models on thploited by several authot$!? As the result of these
perceptually uniform Commission Intemationale deapproaches, it has become clear that the model-based
I'Eclairge (CIE) L*a*b* (CIE 1916) color space. The approach can be a powerful tool to improve the quality
models, derived from the Neugebauer equations and colorf the image produced by error diffusion. However, the
matching theories, are designed to achieve the minimieffectiveness of color halftoning techniques considerably
zation of the human visual color distortions between thelepends on the color space that is used. Previous meth-
colors of original pixels and those of a halftoned imageods have not adequately taken this characteristic into
The effectiveness of our approaches is shown by conaccount in implementation.
parison and examination of two error diffusion algo- Some important points to be considered in design-
rithms with previous methods: the error diffusion basedng color error diffusion algorithm are the following, The
models and the window based minimization algorithmfirst is to select standard color space like Commission
Experimental results of the error clipping technique, fo-Internationale de I'Eclairage (CIEXYZ CIE 1976
cused on the real application of the nonseparable alga*a*b*, and CIE 1976 *u*v* (Ref. 13) as the quanti-
rithm, and the desired range of error dipping, where amgation domain in the error diffusion algorithm. The ad-
image produced by the nonseparable algorithm can beantage of adapting a standard color space is that it is
stable without additional color distortion, are reported.then possible to directly print image data composed of
the standard color space. For example, the CIE 1976
1 Introduction L*a*b*, which is referred to as LAB in the following
sections, will be used as the standard color space for color
Color halftoning is a method to simulate a continuoudacsimile in the futuré4 and it must characterize color
tone image with limited number of colo¥30ne of the devices in terms of a standard color space in the color
main drawbacks of halftoning techniques is the poomanagement systef!® The second point is the selec-
spatial resolution, which is caused from dither matricestion of the color space where the quantization process
To overcome this problem, error diffusion methods areoccurs, so that the error vector or distance measurement
widely used?®and several research results were obtainets perceptually uniform over that spadé/e have shown
that improved the performance of error diffusionthe algorithm structure and an initial result that shows
method4-° Currently, color printers are widely used andimage quality could be improved by adopting the per-
there are efforts to improve the significant problem inceptual uniform color space LAB in the model-based
color printers of the spreading of inks, which generatespproach. Based on Ref. 12 and experimental data, we
“color distortions” by dot overlap. To consider the prob-report here the method, expanded and improved to fo-
lem and improve the image quality, a general frameworlkcus on the application technology in practice. Especially,
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we give the optimal range of “error clipping” to effec- dots do not have the shape of the ideal pixel. The real
tively prevent the divergence of an image in the nonfeatures of the printed dots are more closely round than
separable algorithm. The effectiveness of the errosquare and the diameter of the dots produced by the color
clipping method is proved by applying it in the imagesprinter must be at leagPl, a minimum dot size. Hence
of divergence and convergence. In these algorithms, wine smallest dot diameter of the printer must be designed
use the color model from Pappas’s printer model, whiclasv2l. The reciprocal of is the resolution of the printer in
includes a color model and a printer modelp analyze dots per inch (dpi). The HP PaintJet XL300 and PaintJet
color correction effects in terms of the standard coloiXL180 and the IBM Color Jet printer PS 4079, with 360
space LAB. The models are derived from a numericatipi color ink-jet printers with four color (cyan, magenta,
calculation based on the Neugebauer equation when tlyellow and black) nozzles are used as test vehicles. A
fractional area is known, as in Pappas’s appréadine  specific color printer model, with target regions, which
one difference between the models described here arade shown as the solid lines in Figure 2, is developed. In
Pappas’s printer model is that our model uses the pethis model, the area of each target region becomes the
ceptually uniform color space CIELAB and is designedsame as that of the ideal pixel. We also assume that the
to minimize the human visual color distortion. Hence,diameter of the dots produced by prinfesatisfies
the color distortion caused by interdot overlapping and
imperfect ink® can be explained in terms of the stan- J2l<D<2l. (1)
dard color space LAB in this paper. The model-based
error diffusion algorithm with the nonseparable printer It is found that the dot diameter of the 300 dpi HP
model is sometimes unstable and diverges for some inprinter isD = 2.2, and those of the IBM printer and the
ages® In the case of selecting the LAB color space as 480 dpi HP printer ar® = 1.7. Figure 3 shows eight
quantization domain, the algorithm is also nonseparabldifferent colored segment€g, to C, in the target region
and becomes unstable, especially it diverges when thg, (Ref. 5). Each segment’s color is determined from the
outside colors of the printer gamut range are continueolors of neighboring pixelB, to P, and the current pixel
ously input to the system. To correct this divergence probP,. In Figure 3a, b, candd are, respectively, fractional
lem, the error clipping method is used. areas of segments arg, P,, P, andP, are neighboring

pixels that have an effect on the color of the current pixel
, P,. HereC, to C, represent the color of each segment
| : andC,, to C,, represent the colors of the current piRgl
and neighboring pixelB, to P,, which have the shape of
P3 Pl P4 JL ideal pixel. The fractional areas of segmentsy, cand

\

d, are calculated by the geometrical interpretation of the
target region &s

a=1-Db-4—d, (2)
P2 PO
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Figure 1. Ideal pixels of the printer model. c= 121|2 %noz -1212 —6I(D2 —|2)1/2
-8D>2 401 [ (4)
For the experiments we use a color scanner (CLC500 cos DBEH

by Canon) and three ink jet printers (300 dpi PaintJet
XL300, 180 dpi PaintJet XL180 by HP, and 360 dpi IBM d :iaz =MD? - 41(D? - 12)V2 + 4D? COS—lDL[D (5)
4079) each of which has different physical dot charac- 12 OoCH
teristics. A spectrophotometer is used to measure the '
color values of inks of the three printers, and a high scope
system is used to measure the diameter of the physical
printed dot of the color printers.

2 Printer Model

A printer model is independent of the color characteris-
tics of a printer. Modeling printers can begin with the
assumption of a raster printing model, from left to right
and top to bottom, and the produced colored dots on a
media (typically paper) make a Cartesian grid with a
horizontal and vertical spacing éfinches. The term
“ideal pixel” such as, to P, in Figure 1 is defined as , ' .
the square dot dfinches. Usually, the features of printed Figure 2. Target region of printer model.
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yellow. Hence, we try to modify the color space of
P3 P1. . Pappas’s model from device color sp#cw standard
color space. If the fractional area of each primary color
R 3 Co T is determined, the Neugebauer equations specify the
3 / c c . averaged color of the halftone scré&mherefore, in the
L model-based approach, once the tristimulus values and
fractional area of eight segments of the target region are
determined, the tristimulus values of the target region
can be calculate® Let us review the printer modelnd
1 estimate the color values of a target region in terms of
LAB.

N

3.1 Review of Color Estimation Model

Binary color printers usually use cyan (C), magenta
(M), yellow (Y), and black (B) inks to produce color
dots. But if we consider that the different inks of C, M,
Y are printed on top of each other to produce red (R),
green (G), blue (B), and white (W), the primary colors
of a color printer are defined by eight colors. Figure 3
D shows eight segment colo@; to C,, and each color of
effective pixelsC, to C,, which affects the color values
of the target region. Since the color of each effective

(L : The colors of segments pixel is specified as one of eight primary colors, the color
" : The colors of the current pixel that will be of each segment can be rep resented by Egs. (6) to (13).
* - processed and the neiboring pixels Methods to decide the segment’s color are classi-

fied into four categories by the number of effective pix-
els. A segment’s colo€, is determined only by one
Figure 3. Colors and fractional area of the target region. effective pixelC,,. Some segments colors, such@s
andC, are determined by two effective pixe(S,, and
C, andC,, andC,,, respectively, by Eqgs. (7) and (12). A
3 Color Model third class of segment color€4 C,, C,, C,) is specified
by three effective pixels by Egs. (8), (9), and (10), and
A printer model using device colors R (red), G (green){(11). The last class is determined by four effective pix-
B (blue), C (cyan), M (magenta), and Y (yellow) wasels, as shown in Eq. (13).
proposed by Pappasyhose printer model includes both

a, b, c and d : The fractional area of cach segment

a color model and a printer model. The color model de- Co =1f(Cpy), (6)
scribed here is based on it. The main differences between

Pappas’s model and our model described here are in the C, =f(Cpp,Cry), @)
choice of the target region and the use of the perceptu-

ally uniform color space LAB as the quantization do- C, = f(Cpp,Cr1,Cra), (8)
main. If we define the target regidp as shown in Figure

2, under the condition of Eq. (1), the area of the target C; = f(Cpp,Cr1,Cra), 9)
region is the same as that of the ideal pixednd the

number of neighboring pixels that affect the color of tar- C, = f(Cpp,Cp,,Cra), (10)
get region reduces from eight to four. Also, we do not

need to consider other neighboring pixels, except the four C; = (Cpp,Cr1,Cr), (11)
neighboring pixeld; to P, in the quantization step. If

we consider the target region composed of eight differ- Cs = f(Cp,Cr), (12)
ent colored segments and the current pigand four

neighboring pixel$, to P,, the number of available col- C, = f(Cp,Cp1,Cr,,Cra), (13)

ors of the target region i$ 8Ref. 17). In this paper, the

concept of device-independent catéfis also applied wheref(s) is some function thereof. If all segment col-
in the model-based error diffusion algorithm. The con-orsC,to C, are specified by Eqgs. (6) to (13), the color of
cept of device-independent color, which is introducedhe target regiol€,,, is determined by

by Schreibet? is more suited to horizontally distributed

systems enabled by networks than a stand-alone system. Cane = f(C,,C,,C,,C;,C,,C;,Ce . C)). (14)

For example, for an ink-jet printer networked by other

devices such as other printers, display devices, comput- To evaluate segments’ colo@; to C,, the remain-
ers, and facsimile, the device independent color concejg task is to find the relationship between the effective
is important. One thing in particular distinguished in thepixels’ colorsC,, to C,, and the segments’ colors. To
device independent color is that standard color valuesstablish the color estimation model of each segment we
are converted to the ink values of cyan, magenta, analssume that the segment color is independent of the print-
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ing order. To approximate the segment color with vari-

ous color combinations, the following color combina-wheref is fractional area, any, Y;, andz; are the CIEXYZ
tion rules are used. values (1931) of each segment from Table 1804, Yiage:

andZ,.are the CIEXYZvalues (1931) of the target region,
respectively. ThX'YZvalues of the target region can be trans-

L. ;rehr%t%rg%g: (\:,\c,)rl]ci)tré (W) formed into LAB color domain:
first order: yellow (Y), magenta (M), cyan (C) Moarge i
second order: red (R), green (G), blue (B) Lage™ =1165—0  —16 (18)
third order: variations of black (K). n

|:11/3 DY |:11/3|:|

2. If a color is added to the same color, the resulting Biarget ™ :500%“”—935 - e g (19)
color is not changed. Xn Ya

3. A color added to the zeroth order makes the same ST 30
color. . — target target

4. The first order color added to the second order ex- g _200% Y, H E Z, H E (20)
cept for complementary color makes the second order.

5. A combination of the second order colors, or thewhereX,, Y,, andZ, are theXYZvalues of the standard
second order color and complementary color, make#luminant, CIE D; andL*,a*, andb* represent LAB
the third order. values of the target region.

6. The third order color added to any color makes an
another third order. Table 1. The XYZ Values of Possible Segment Colors un-

der CIE D, Standard llluminant
As a result of the application of these rules, the colot

of each segment is computed in terms of the eight priNo. Color Patches XValues YValues ZValues

mary colors and one of the third order colors that have @

different color. 1 R 22.21 11.92 3.57

2 G 6.51 15.26 5.98

3.2 Estimation of Color Values, LAB, of Target Region 3 B 5.76 4.81 17.8
In the following colorimetric computation, the CIE 4 C 14.77 21.08 58.0

standard illuminanbg and the color matching functions 5 M 23.4 12.17 11.4

of the CIE 1931 standard observer have been adapte@l. Y 65.35 72.07 8.18

Sixteen different colors are used for the estimation of K 3.06 3.25 4.05

each segment’s color, but nine of these colors are vari&- w 80.37 84.45 91.2

tions of black. To obtain th€YZvalues of the 16 differ- 9 CMY 3.47 3.55 3.85

ent colors, a solid color chart has been designed and the RB 2.58 2.44 2.8

printed samples produced by ink-jet printer (PaintJet X111 RC 3.38 3.45 3.8

300) are measured with a spectrophotometer (CM2002t2 BY 3.37 3.45 3.82

Minolta) in terms oXYZ which refers to CIKYZ(1931) 13 RGB 2.47 2.5 2.65

in the following sections. We can observe from Table 114 RG 2.79 2.95 2.52

that the color inks of PaintJet XL 300 are imperfect. Forl5 OB 2.37 2.63 9.93

example, they component of R patch has the 50% valuel6 GM 3.32 3.4 3.73

of theX component of R patch, and the C patch also has

a nonnegligibleX component, and so on. The model-

based error diffusion algorithm with a nonseparable 4 Model Based Halftoning

printer model is sometimes unstable and diverges for

some image&In the case of adapting the standard colotn this section, we consider two algorithms, the model-
space as a quantization domain, the error diffusion algddased error diffusion and the window-based error mini-
rithm is also nonseparable; moreover, the degree of immization algorithm: Two algorithms are based on the
perfection can not be negligible. Once we know themodel-based approathnd the concept of device-inde-
segmentsXYZ values and the fractional area of eightpendent colo#>¢ In Section 4.1, a model-based error
segments from Egs. (2) to (5) as Pappas treated the irdiffusion on LAB color space is described and experi-
perfect printer modei$ the XYZ values of the target mental data of the error clipping technique, focused on
region can be specified by: the real application, are reported. We can obtain the de-

sired range of error clipping where an image produced

Xiarget = Z X iy (15) by the nonseparable algorithm, can be stable without
additional color distortion. In Section 4.2, a window-
based minimization algorithm that uses the window pri-

Yiarget = Z Y f,, (16) mary colors and pixel reallocation technique is
introduced. We usg; to denote a color image, where
andj denote the location of a pixeliah column andgth

Zige = Z Z f, (17) raw in the Cartesian grid. Typical color image has three
channels in which each channel has 256 gray levels. We
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consider LAB image with 256 gray levels for each chanwhereN,, andN,, represent the horizontal and vertical

nel. The choice of gamut range is as follows: = ranges of the printer, respectively. The regular algorithm
[0,100],a* = [-125,125],b* = [-125,125]. of the EDBM consists of three steps:

First is the estimation of the modified input vector
4.1 Error Diffusion Based on Models (EDBM) C; from the input colod; and an error vector that is

Error diffusion is superior in spatial resolution anddiffused from neighboring pixels?-#
continuous tone reproducibility to any other halftoning

techniques® The color error diffusion algorithm is Ci=lj-> (pi—m,j—n_ci—m,j—n)mm,n
usually applied to each R, G, and B component indepen- min (22)
dently, then it has a simple structure and the merit of a =l = AE[,,,

low computational cost. However, when the error diffu- min
sion algorithm is applied to a printing system, the imag , . i ' i
becomes dark and displays color distortion due to dc()?[ﬁ/hereh“nIS a transfer function of a low-pass filter, pro

o ; .~ posed by Jarvist al?
overlap. In addition, the inks used by most color print- e .
ers are imperfect and present significant unwanted ab- Second is finding the closest primary color of the

sorption. Moreover, the amount of ink absorption iscurrent pixelP,, to modified input coloiC,, by mini-

P ' ’ P mizing the norm of the error vector between the modi-
variable and depends on colorants. To overcome the%eed inbut colorC. and taraet coloM. -
problems, a model-based approach to color error diffu- P i 9 i

sion was proposed by Pappa&sAnother approach to

make color correction and solve this problem is to gen- Pi =(ME)HME—CUHmin’ (k=0.1...7). (23)
erate the printer and color models using a standard color

space such agkYZor LAB. Moreover, the color space Third is estimation of the error vector:

chosen for the error diffusion makes a significant differ-

ence in the color reproduction accuracy. Hence, the im- AE; =P; - C;. (24)

portant design consideration for error diffusion is to
select the color space, in which the quantization occurs,
so that the error vector can be estimated in perceptually

uniform color space. Uniform color spatiese designed I Qﬁ Find a Primary
with the objective of providing a color coordinate sys- 7 Color with Minimum
tem in which the length of the color difference vector B Distance

corresponds to a difference that is just noticeable and is
the same throughout the color space regardless of loca-
tion and angular orientation. The error diffusion algo-
rithm on uniform color space minimizes the human visual
color difference between the modified color image

and the reproduced color image at the locatigh The Low Pass |
block diagram of the EDBM is shown in Figure 4, where T Fiter == =
I; represents the color of a pixel and is given as three ha,n

values corresponding to the color components of pe

r-. . . .
ceptually uniform color space LAB: Figure 5. Block diagram of the proposed simple algorithm of color

error diffusion on an uniform color space (CIE L*a*b* 1976).

;= (Ljay.h;), 1<i<N,, 1<j<Ny, (21)
The erroiAE; accounts for printer distortions as well
: - as the quantization effett.The algorithm described here
Ly . Cyl|| Select |, Po minimizes the squared color difference in the uniform
—?%,—9,4 Prrmary | | Modeq  —— o LAB domain between the modified input and the color
L Color | produced by the printer. But it requires an expensive
- - computation cost to find the closest primary color of the
' e M‘ current pixel with models. This problem is solved by
T Modelil another approach, as shown in Figure 5, wigris as-
Check sumed to be one of eight primary colors and has the clos-
* Minimum ) est primary color value to the modified input col®y,
j Distance k=18 | + in uniform space (CIE*a*b* 1976), which is performed
[' _ . without models. Heré®; is estimated with the models,
- the information of the neighbors, and the selected pri-
AE; mary. In the next step, the error veci#; is the color
| Low Pass difference between the modified inp@f and the color
— - Fiter  p= of the target regioR;, which is also estimatéélby Eqgs.
(hm,nJ (15) to (20). While the simple version has a significant
- computational simplicity, the images obtained from the

Figure 4. Block diagram of the proposed regular algorithm of simple algorithm still show a quality approximately
color error diffusion on a uniform color space (CIE L*a*b* 1976). equivalent to those produced by the preceding error dif-
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Figure 6. Printed image of the “Macbeth Color Checker” with an error clipping parameter of (a) no clipping, (b) 2.0, (c) 1.5,
(d) 1.0, (e) 0.8, (f) 0.6, (g) 0.4, (h) 0.2, and (i) 0.0.
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fusion algorithm, as shown in Figure 4. Therefore, thealgorithm. But the 3-D gamut of the eight color printer
simple algorithm is used to obtain the experimental re{PaintJet XL 300) is unclear and inappropriate to treat
sults. In a real application of a separable algorithm, théhe modified input of continuous color in the LAB do-
algorithm is stable because the modified input of threenain, which becomes an obstacle to a simple algorithm
componentsR,G,B is clipped independently within the for real applications. However, the gray direction of the
range of available printer input, 0 to 255. In the case of 8AB space is nearly consistent with that of the black
nonseparable algorithm, the algorithm is unstable andnd white points of a printer. Hence, the clipping for
diverges for some imagésspecially when the outside lightness valud. can be applied in the modified input
colors of the printer gamut are continuously input to thendependently. The pseudo-algorithm of the lightness
system and three components of the error vector hawdipping is as following:

large values. Such characteristics also appear in EDBM

and can be corrected by clipping the modified input if L >Lmax,L =Lmax and ERROR = 0;
within the 3-D printer gamut or the error clipping of the

guantization step. In our experiment, the error clipping else ifL <Lmin, L =Lmin and ERROR = 0;
method and the lightness clipping of a gamut mapping

are exploited to correct this divergence problem and fo- else;

cus on a real application. We know that the nonsepa-
rable algorithm can be made stable by the error clipping
technique, but the merit of error diffusion, which enables
us to represent a continuous image by a limited number
of colors, goes down as the amount of error clipping in-
creases. If we set error to zero, then using error diffu-
sion a printer produces not a continuous tone image but
an image quantized by eight colors. Hence, it is impor-
tant to determine optimal values for error clipping
through experiments to generate a color image without
color distortion caused by the clipping. In our experi-
ment, the gamut range of an ink-jet printer (PaintJet
XL300) is selected as the reference values of error clip-
ping: Eq = (Lmax_Lmin)/zi EQ—\ = (Amax_Amin)lzl and Eg

= (B....— B..)/2, where EC, EC,, and EG represent the
reference values of the A,andB components for error
clipping, respectively. We experiment with an image of
933 ¥ 632 pixels of the “Macbeth Color Checker,” which
is scanned by a CLC 500 scanner. The parameters for
error clipping are selected as: Figure 6(a) five times,
Figure 6(b) two times, Figure 6(c) 1.5 times, Figure 6(d)
1.0 times, Figure 6(e) 0.8, Figure 6(1) 0.6, and Figure
6(g) 0.0 of reference values, respectively. Figures 6(a)
to 6(h) shows the images produced by the PaintJet XL
300 using these parameters. The “Macbeth Color
Checker” is composed of 24 different color patches. Let
us number them from 1 to 24. In the case of no error
clipping [Figure 6(a)], many patches are diverse; 6th and
17th patches show white stripes under each patch; and
the 7th, 10th, 13th, 15th, 17th, 18th, 19th, and 23rd
patches also diverge. Most patches that diverged with-
out clipping change to stable ones except for 10th, 13th,
and 15th patches, and the white stripes of the 6th and
17th patches also disappear after the error clipping pa-
rameter is set to 1.5. All patches are not changed for the
parameter range from 1.5 to 0.6. We observe that the
error diffusioned images are not as sensitive to the pa-
rameter within the range of 1.5 to 0.6. Hence, we can
guess that the optimal range of the error clipping pa-
rameter is from 1.2 to 0.8, and the optimal value is 1.0.
It is important to know that the 10th, 13th, and 15th
patches diverge for all parameters except for critical paFigure 7. Printed image of the “Macbeth Color Checker” with
rameter value 0.0. This reveals the limit of error clip-(a) lightness clipping, (b) an error clipping parameter of 2.0
ping method applied in the nonseparable algorithm. Asnd lightness dipping, (c) an error clipping parameter of 1.5
mentioned, the modified input must stay within the 3-Dand lightness clipping, and (d) an error clipping parameter of
gamut range of a printer to be stable in the nonseparabie0 and lightness clipping.
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(c)

Figure 8. Printed image of a conventional image with () no clipping, (b) lightness clipping and (c) an error clipping paosdthéte
and lightness clipping.
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If the L value goes off the gamut range, the error isl.

meaningless because a printer cannot reproduce the color.

Turning back the original objective of the error diffu-
sion technique, to represent the gray scale using a bi-
nary printer within the printer gamut range, in any case,
the outside color of the printer gamut can not be treated
and reproduced by a printer. Figure 7(a) shows the case
of lightness clipping without error clipping. We can ob-
serve that some patches also diverge. However, we can
observe from Figures 7(b), 7(c), and 7(d) that the patches
rapidly converge and all patches are converged in Figure
7(d) with an error clipping parameter 1.0. Thisrigbr-

tant because it shows that the instability problem in th
nonseparable algorithm can be effectively solved by us®
ing error and lightness clipping simultaneously. Figures
8(a), 8(b), and 8(c) show the converged case in the non-
separable algorithm for Figure 8(a) no clipping, Figure3-
8(b) lightness clipping, and Figure 8(c) an error clip-
ping parameter of 1.0 and lightness clipping, respectively.
We cannot find any difference from these images. In stable
circumstances, we can observe that error clipping and
lightness clipping do not have an effect on an image.

4.2 Window-Based Error Minimization Algorithm
(WBMA)

In a color error diffusion algorithm for a binary
printer, the unit of the halftone cell is a pixel, the num-
ber of the available primary colors in quantization step
is eight, and the error incurred at 1 pixel is propagated
to the unprocessed neighboring pixels using a low-pass
filter. This adaptive characteristic makes error diffusion
superior to other dithering techniques. Nevertheless, in
real applications, error diffusion can create a large num-
ber of nonprintable individual pixels, which results in a
change in the tone reproduction curve (TRC).*Far-
perimented with a halftone technique that combines tra-
ditional halftoning (ordered dithering) and the error
diffusion algorithm and obtained an image that has no
coarse quantization effect and a well formed dot struc-
ture like error diffusion. Moreover, since only eight col-
ors are used in quantization, the error defined by Eq.
(24) often becomes a large value, which distorts the col-
ors of the neighboring pixels and makes it difficult to
reproduce an accurate color at a pixel’'s original loca-
tion. To solve these problems, we use additional primary
colors by a window composed of more than 2 pixels in
error diffusion. For example, if the window is composed
of 2 x 1 pixels, the available window primary colors for
guantization become 36 and in the case of 2, 330
(Ref. 17). The WBMA has the effect of reducing the
amount of error at each window location. Moreover, the
error can be minimized and a pixel array has a well
formed structure, like a pixel based error diffusion, by
applying the pixel reallocation technique. In WBMA, by
accommodating window-to-window error propagation
with the pixel reallocation technique, we can obtain an
image that is faithful to the original color at each win-
dow location and has no artifacts. Figure 9 shows the
block diagram of the WBMA.. Let us consider a window
with 2 x 2 pixels and 330 primary colors. Then, the
WBMA with the pixel reallocation technique can be de-
scribed in the following five steps:

An input imagd; is transformed into the unit of a
window, |, by Eq. (25). In the case of®R2 pixels,

|, represents input color of the unit of window. The
subscriptsk andl denote the window located &t 1j.
Hence, the pixel position of the window will bei (2
— 1)'th column and (2— I)’'th row.

2k 2
= > > 1i;/(2x%2), (25)
i=2k-1j <211

where, 1<i<N,, 1<j<N, 1<k<N/2, 1< 1<N,/2.

The estimation of the modified input vectQy, is
the same as that of step 1 in EDBM except for the
subscripts.

To find the closest primary color with the modified
input color and the indexes of pixels of the window,
first, we pick one of window primary colors from
the look-up table (LUT) and estimate the norm of
the error vector between the modified input color
C, and the target window colavl,,. The target
window’s colorM , can be calculated from Eqs. (26)
to (31).

Xfige = z X, f,, (26)
Voo = z Y, (27)
2B = z 1, (28)

Xiarget Z Xbrget | N, (29)

Yiarget = Z Yidrge !/ N, (30)

Zixge Z Zfga !N, (31)

whereN is the number of pixels that consist of a
window: X5, Vi, and ztg,ga denote th&YZval-
ues of each pixel; anM,, e, Yiager ANAZ,, e, repre-
sent theXYZ values of target window. The target
window’s XYZvalues are converted into LAB val-
ues by Egs. (18) and (20). We pick one of window
primary colors from the LUT and estimate the norm
of error vectorM }, — C,, between the modified input
colorC,, and the target window coldf . If we iter-

ate this step until the last primary color, then we can
find Py, Which has a minimum error among the
window primary colors by

(32)

Pthp = (M Kl )HM{Q—Ck‘Hmin'

wheret indicates the number of primaries. But this
algorithm has the disadvantage of reducing a reso-
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lution, while the error defined by Eq. (24) is reduced,
which supports the aim to reproduce accurate color
at the pixel’s original location. The pixel realloca-
tion technique is applied in this algorithm to mini-
mize an error again and prevent the resolution from
decreasing.

losest Prim
C Select
Frimary

- Mode!slé
Color ‘
. ,“Pr— ;

|
" ¢
LUT C M
{Window Py
Primary

45y | [ect,,
o Distance

‘ Low Pass
Filter

hm,n t=1~Nw

ure 10(a), the possible pixel positions of e@giM,
Y,andR pixel in the target window will be as shown
in Figure 10(b). The number of available colors of
the target window reduce from 4! to 6, as shown in
Figure 10(c). Next, we can select an array structure,
which has minimum error among the six structures
in Figure 10(c). This approach causes WBMA to
have an adaptive characteristic by considering the
colors of neighboring pixels. We can determine the
optimized pixel array that satisfies both having mini-
mum error and preserving resolution. As a result of
this step, a loss in resolution due to a pixel grouping
(2 x 2) is corrected.

\

/ | \

t
<

<= |0l =|®

~ | 2 e 2
Bkt
o

2(0|w |x
alol~ | w|

\Target window!

/

N o

Figure 9. Block diagram of the proposed WBMA for the color error
diffusion algorithm on uniform color space (CIE L*a*b* 1976).

(@)

4. Reallocate the pixels of the windows to find an ar- Y| Y R | R
ray structure with the minimum error and that satis-
fies a constraint that prevents the resolution fromr Y| Y

decreasing. In step 3, the selected window consist_
lY|cC
M| R
Y
R

o
<

(b)

of N pixels. The number of available colors becomes
N! by changing the position of each pixel in a win-
dow. Moreover, to reduce coarse quantization effect
in an image and to have a well formed dot structure
like the one dot based error diffusion algorithm, the
constraint that the pixels of the same colors should
not be neighbors in a window is used. The coarse
guantization effect and decreases of resolution are
reduced dramatically in an image by applying this
position constraint. The available colors decrease to
a value smaller thaN!. Each window’s color val-
ues are estimated by Egs. (26) to (31) and we can
select the array structure and color values from Eq.
(32) and the constraint. In this step, we can miniFigure 10 (a) Example of the target window and neighboring
mize the error between the modified input of the win-pixels in WBMA, (b) possible pixel positions of C, M, Y, and R
dow and the color of the reallocated window in thein the target window of (a), and (c) possible pixel array struc-
perceptually uniform color space. For example, astures of C, M, Y, end R in target window considering the col-
sume that the neighboring pixels of a target windowors of neighboring pixels in (a).

are already assigned iy, M, C, andC, as in Fig-

ure 10(a) and the indices of the window primary
color selected from the LUT are composed/p€,

M, andR. Since the colors of neighboring pixels in
the upper row are assumed toNd@ndM, any pixel 5,
in the first row in the target window should not have
color M. In a similar way, the first column of the
target window cannot have col@. Hence, when

we consider the colors of neighboring pixels in Fig-

0
=
o
~
9]

Py = (P )jep (M=12,..,N). (33)

—RiHmin’
Estimation of the error vector is the same as that of
step 3 in EDBM. The error vector is diffused to
neighboring windows. The WBMA has an advan-
tage that the quantization error is reduced and the
error AE; can be minimized again by the pixel real
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location technique. The algorithm minimizes the Figure 11(a) shows the relationship between the
squared color difference in LAB between the modi-pixel diameters of the model and the color differences
fied input and the printer output at the window of between the estimated and measured values of xh2 2
the current location. pixel array composed of a single color component for
. ) . PaintJet XL180: cyan represents the average color dif-
5 Experimental Results and Discussions  ference of 2 2 pixel array composed of only cyan pix-
els. We can observe from Figure 11(a) that the minimum
5.1 Color Chart Experiment color differenceAE,, of the cyan array is 5.03 dt=
The simple version of EDBM is tested on several0.2395 mm, the magenta array is 4.96 at0.2435 mm,
images and the color precision are estimated in terms @fd the yellow array is 5.53 dt= 0.235 mm. This also
LAB. For the experiments, we used a color scanneshows that the estimated diameters with a minimum color
(CLC500 by Canon), and three kinds of ink-jet printers (aifference for three color components have close agree-
180 dpi Paint-Jet XL180 and a 300 dpi PaintJet XL300 bynent with the valud = 0.245 mm measured by Hi-Scope
HP and a 360 dpi IBM 4079) which have different physi-system. Figure 11(b) illustrates the pixel diameter ver-
cal dot characteristics. The Hi-Scope system (KH220@usAE (LAB unit) plots in the PaintJet XL180 for 330
by HiRox) is used to measure the actual diameters afolor chips. We classified the 330 color chips into three
the physical dots. We a spectrophotometer (CM2002 bgategories: the “CMY” class composed of only cyan, ma-
Minolta) to measure the color values of the printing out-genta, yellow, and white pixels; the “RGMCMY” class
put. First, a color chart for estimating the feasibility ofcomposed of cyan, magenta, yellow, red, green, blue,
the models is designed. The color chart has 330 differand white pixels; and the “Others” class composed of
ent color chips. Since each color chip has a number ajne black pixel and three pixels of R, G, B, C, M, Y, R,
halftone cells with 2x 2 pixel arrays, the total number G, or W. In the case of PaintJet XL 180, the CMY class
of colors of the color printer with a four color printing has minimum error, and the next is the Others class, the
system becomes 330 (Ref. 21). The LAB values of théast is the RGBCMY class, and the diameters with mini-
printed color chart, measured by the spectrophotometemum error for each class are consistent with the mea-
are compared with those estimated by Eqs. (18) to (203ured values. Hence we are able to see that the color

Pixel Dianmetess versus Emon(LAB unit):Paintfet XL130

Pixed Diarneters via. Erov(LABunit):PaingJet X180
13q —X-Gm
—{0— Magenta
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Figure 11. Pixel diameters of the model versus the color differences (a) of cyan, magenta, and yellow for the HP PaifiJet XL 18
(b) for 330 colors reproduced by the PaintJet XL 180, (c) for the HP PaintJet XL 300, and (d) for the IBM 4079.
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distortion is due to the misregistration of color pixelsan image quantized by 330 colors on the LAB domain
and the approximated color model. As pointed out in thend shows very poor color reproduction with contour-
printer model section, the measured diameters of the 30fg and rough image quality. It is dramatically corrected
dpi HP printer and IBM printer afe, .= 2.2(0.19 mm) by applying error diffusion based on a 2 ¥ 2 window in
andD,,.= 1.71(0.12mm), respectively. Unfortunately, the Figure 12(e). In the case of large window size, window-
measured diameteD(= 2.2) of the 300 dpi HP printer based error diffusion without the printer model repro-
is out of the range of the our model [Eq. (1)]. Henceduces more accurate color than small window size. In
three classes of Figure 11(c) show monotonic decreashe 2 ¥ 2 window, color distortion due to dot overlap-
ing characteristics untidD = 2.0. In Figures 11(c) and ping is still observed and some color distortions in Fig-
11(d), however, it can still be observed that the calcuure 12(e) are corrected in Figure 12(f). Figure 12(g) is
lated diameters of the two printers arel2@.17 mm) the case of WBMA with pixel reallocation technique,
and 1.7 (0.23 mm), which show a close agreement. Wavhich has the objective of reducing the coarseness in
argue that the average color differen&  10.5) for window-based error diffusion by finding the optimal
the designed 330 color chips is due to such characteristructure of pixels in a window. The pixel reallocation
tics of the printer as misregistration and the variation ofechnique with the “position constraint” prevents the
produced dot size and the approximated color model. coarse quantization effect due to decreased spatial reso-
lution and a changed initial structure of the LUT into
5.2 Real Image Experiment fine structure in a window. As shown in Figure 12(f),
To demonstrate the effectiveness of our methods, wihere are some defects such as decreased resolution and
tested several algorithms: the conventional error diffuthe coarse quantization effect from the image produced
sion algorithm on LAB domain, EDBM, window-based by the window-based minimization algorithm.
error diffusion without the printer model, WBMA, and However, we can see from Figures 12(f) and 12(qg)
WBMA with the pixel reallocation technique, for a num- that the coarse quantization effect due to the decreased
ber of images. A PaintJet XL300 (HP, 300 dpi) is usedmage resolution is considerably corrected by applying
as an image test vehicle. Figure 12(a) (see Color Plat&y/BMA with the pixel reallocation technique. While the
shows the photographic image of the color test chart (Thgictures produced by WBMA in Figures 12(f) and 12(g)
Institute of Image Electronics Engineer of Japan, 11)have the merit of reproducing accurate color at the origi-
Figure 12(b) shows the image of the conventional erronal location, these unfortunately did not show better
diffusion without models and Figure 12(c) shows theimage quality than that of EDBM in our experiment. We
image with the simple algorithm with an error clipping believe the image quality of WBMA is related to the
value of 1.0 and lightness clipping. Figure 12(d) is archaracteristics of the ink-jet printer, such as resolution,
example of the image quantized by 300 colors on théhe number of physical colors produced by a window,
LAB domain, Figure 12(e) shows the image of the win-the size of a printed dot, and the colorant. In the case of
dow-based error diffusion without the printer model, WBMA, the resolution is decreased to half of that in
Figure 12(f) shows that of the WBMA, and Figure 12(g)EDBM in our experiments; however, the available num-
is that of the WBMA with pixel reallocation. Figure 12(b) ber of primary window colors did not actually increase
shows color distortion clearly due to the dot overlapto 330 colors, in which there are so many patches we
ping and Figures 12(c), 12(f), and 12(g) show the effecean not discriminate the colors. The image quality in
tiveness of our approaches in color error diffusion. WeWBMA is the trade-off of the number of available col-
can observe that the image is corrected significantly bprs and image resolution. WBMA will be more useful
the model based techniques. Visual comparisons of Figand give more faithful image quality than that of EDBM
ures 12(b), 12(c), 12(f), and 12(g) indicate that Figure®r the current status of WBMA under the condition that
12(c), 12(f), and 12(g) exhibit a bright and acceptablghe actual number of primary window colors is nearly
color, while Figure 12(b) shows a dark and distorted colosame as that of the predesigned ones, in our case 330
image. It is easy to observe that Figures 12(c), 12(f)¢olors. The minimum window resolution for acceptable
and 12(g) show more faithful reproduction for hue andmage quality is determined by human visual character-
saturation than the image of Figure 12(b). The yellowistic and the number of physical primary window col-
ish cloth in Figures 12(f) and 12(g) has more accuraters, which are beyond the scope of this paper. In the case
color than the color produced by EDBM. By comparingof a printer with low resolution, it is not so free to de-
Figure 12(c) with Figure 12(f), it is also perceived thatsign the primary window colors, which strongly depend
the colors of apple, grape, cloth, rose, etc. shown in Figen the printer characteristics, as in our experiment, while
ure 12(f) display more similarity to the original colors, we can design primary window colors by examining vari-
in Figure 12(a), than those of Figure 12(c). Figures 12(bdus dither matrices in a printer with high resolution.
and 12(e) represent the same case without the printétowever, the number of physical primary window color
model. One difference between them is that Figure 12(bdan be increased by the pixel reallocation technique,
is a one dot based error diffusion, while Figure 12(e) isvhich makes various primary window primary colors
the case of a 2 ¥ 2 window. We can see from Figuressing 4 pixels, moreover, it considers the colors of neigh-
12(b) and 12(e) that the error of the window-based algoboring pixels. We can interpret the EDBM as a special
rithm is smaller than that of the one dot case, as explainethse of WBMA with a one dot window, in other word,
earlier. Hence, it also proves the effectiveness of usingV/BMA is the expanded version of EDBM in the spatial
additional primary colors in a window. Figure 12(d) is domain.
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@ (b)

Figure 12. (a) Photography of the original image, (b) printed image with the correction of the conventional error diffusion
algorithm on the LAB domain (c) printed-image with the correction of the proposed simple algorithm with an error clipping of
1.0 and lightness clipping, (d) example of image quantized by 300 colors on the LAB domain, (e) printed image with the correc-
tion of the window-based error diffusion without the printer model, (f) printed image with the correction of the proposed WBMA,
and (g) printed image with the correction of the proposed with WBMA with pixel reallocation.
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6 Conclusions 7.

We have examined an approach to reproduce a high qual-
ity image by using the printer model based on the me&s.
surements of a small number of patches and color model
on the uniform color space (CIEa*b* 1976). The al-
gorithms are designed to minimize the color distortioro.
between the continuous tone image and its low-pass fil-
tered halftone image at each pixel location (or window

location), and the error has been analyzed in uniformo.

human visual domain. In EDBM, we have performed an

experiment focused on real applications and have shown
that the image produced by the nonseparable algorithm
also could be made stable by applying the error clipping

and lightness clipping methods. Especially, the optimat.1.

range of “error clipping” to effectively prevent the di-
vergence of an image in the nonseparable algorithm is
given as from 0.8 to 1.2 times the limiting values of the
ink-jet printer gamut. The effectiveness of the error clip-

ping method has been proved by applying it in diverged 2.

and converged images respectively. By the algorithms,
the color distortions caused by dot overlap and imper-
fect ink could be significantly corrected. To prevent de-

creased spatial resolution in WBMA, the pixel 13.

reallocation technique has been examined. Since the two

algorithms described in this paper are performed in stari-4.

dard color space, it is easy to apply them to color print-

ing devices directly, which require device independent5.

color processing techniques, without extra color correc-
tion of a printer. The next step of our research is to in-

vestigate hardware implement action for high speedsé.

applications.

17.
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